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Abstract 

Online competitive multiplayer games (esports), although enabling positive social interactions 
and skillset growth, are notoriously known for their prevalence of toxic behaviours. Seeking to 
develop greater understandings and explanations of such behaviours, researchers have used a 
range of empirical data-collecting techniques, encompassing self-reports, log data, and 
observational methodologies. The objective of this article is to review the current research 
literature and its application of these methodological approaches for studying toxic behaviours 
in esports. Following systematic review procedures, 54 empirical research articles were 
reviewed. Based on this review, it is demonstrated that knowledge of toxic behaviours is 
typically based on self-reported accounts (e.g., through surveys and interviews), while less-
established methodological techniques available for capturing naturalistic behaviours of toxic 
encounters stand under-used. Drawing on recent developments in video-based research on 
violence and bystander interventions, an argument is made that online video-based behavioural 
analysis holds promising potential to address this research gap.   
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Highlights 

• Much of the existing knowledge is based on self-reported accounts, i.e., surveys and 
interviews. 

• Toxic behaviours that have been observed are mainly textual forms of toxic behaviours.  
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Introduction 

Online multiplayer games – especially competitive games (esports) – have become notorious 
known for their “toxic gaming culture,” with toxic behaviours displayed by players (Consalvo, 
2012; Kowert, 2020). As an academic concept, toxic behaviour has been criticised for its 
inherent vagueness and inconsistent use of research criteria when determining different types 
of behaviour (see, for example Kou, 2020; Kowert, 2020; Kwak et al., 2015). Nevertheless, 
despite little consensus on what constitute toxic behaviour, research across disciplines has 
consistently highlighted the prevalence of toxic behaviours in online games. Surveys 
conducted on prejudice and cyber-victimisation in online multiplayer games show that 
approximately 80% of players report witnessing prejudiced comments while playing online 
video games, with about 52–74 % experiencing direct victimisation (ADL, 2019; Ballard & 
Welch, 2017; Cary et al., 2020). Furthermore, about one in 10 players reports having depressive 
or suicidal thoughts due to exposure to harassment in online multiplayer games (ADL, 2019).  

Thus, toxic behaviour and its negative consequences have directed research attention towards 
identifying key factors explaining why such behaviours emerge in online gaming contexts. A 
large body of work has established positive links between a range of personality traits and 
anti-social behaviours in online gaming contexts (Buckels et al., 2014; Lemercier-Dugarin et 
al., 2021; Tang et al., 2020; Tang & Fox, 2016). This research finds that personality traits like 
Machiavellianism, psychopathy, sadism, and gamer identification appear to positively 
correlate with toxic behaviours. Individual motivation of the perpetrator to engage in toxic 
behaviours, such as enjoyment, revenge, and thrill-seeking, has also been identified (Cook et 
al., 2018). As for the competitiveness of online gaming environments, researchers have 
identified a connection between group conflicts and aggression and the competitive nature of 
online gaming as a key factor in the emergence of toxic behaviours (Blackburn et al., 2014; Tan 
& Chen, 2022). Another extensive body of literature points towards anonymity and invisibility 
as the main driving forces of toxic behaviours (also known as the Online Disinhibition Effect), 
emphasising the dimension of perceived lack of restraints, accountability, and moral 
responsibility when navigating online (Beres et al., 2021; Kordyaka et al., 2020; Ruvalcaba et al., 
2018; Souza et al., 2021; Suler, 2004). Lastly, normative belief systems and normalisation of 
toxic behaviours have been found as moderating aggressive toxic behaviours in online games 
(Beres et al., 2021; Hilvert-Bruce & Neill, 2020; Shores et al., 2014; Turkay et al., 2020).  

It is beyond the scope of this article to assess or synthesise the empirical contributions of the 
research corpus. Rather, the objective of this article is to review the strengths and limitations 
of the data-collecting techniques applied in the research literature on toxic behaviours in 
online competitive multiplayer games. Throughout this work, methods are interpreted as 
data-collecting techniques. Different statistical or qualitative methods of analysis (e.g., 
content analysis, thematic analysis, phenomenological analysis methods) are not discussed. 
The article follows a systematic literature review procedure, reviewing 54 empirical articles on 
toxic behaviours, and outlines the three main data-collecting methods employed within the 
current research literature (self-reports, log data, and observations) and their various subtypes 
(e.g., in-gaming participant-observations, non-participatory observations, diary studies). Each 
methodological subtype is critically evaluated as to its analytical capacity for analysing toxic 
in-gaming behaviours in online competitive multiplayer games.  

Finally, the reviewing process is summarised based on an assessment of the applicability of 
each research method for analysing toxic behaviours in online competitive multiplayer games. 
More specifically, each research method is judged against different epistemological research 
dimensions, such as its analytical capacity for interpreting meaning-making, establishing 
causal claims, or identifying health consequences related to toxic behaviours. This assessment 
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follows the review procedures established by Philpot and colleagues (2019) in terms of 
evaluating established and emerging methodologies within a research field. Based on this 
assessment, it is argued that data-collecting techniques for capturing toxic behaviours are 
under-developed and adopted within the existing literature. To address this gap, future 
researchers are encouraged to employ the use of online video-based observations if interested 
in analysing toxic behaviours in online competitive multiplayer game contexts. 

Methods 

For this work, systematic mapping techniques for reviewing cross-disciplinary research as 
outlined by Curran et al. (2007) were applied in combination with recommendations set forth 
by Knopf (2006). As emphasised by Knopf (2006), tracing the methods applied and assessing 
their implications in terms of outlining a phenomenon enables the identification of 
overlooked issues relevant to advancing the field. Therefore, this article is organised as 
follows: 1) an explorative literature search to identify relevant search words, 2) systematic 
searches performed of international indexed bibliographic databases, 3) specification of 
inclusion and exclusion criteria, 4) filtering, screening, and sampling the research literature, 5) 
mapping the research literature corpus according to the data-collection techniques applied, 
and 6) reviewing and synthesising the strengths and limitations of various methodological 
approaches employed in studying toxic behaviours.  

In December 2021, systematic literature searches were performed in the following databases: 
PsychInfo, Social Science Database, Sociological Abstracts; Arts & Humanities Database, 
International Bibliography of the Social Sciences (IBSS), Applied Social Sciences Index & 
Abstracts (ASSIA), Scopus, and Web of Science.  

Owing to the conceptual vagueness and inconsistent definitions of toxic behaviours, a broad 
and comprehensive search strategy was applied in the indexed databases to generate and 
capture a large volume of relevant references. To generate a strong search string comprising 
relevant search words, a small sample of eight studies was initially read carefully with a focus 
on identifying various synonyms of toxic behaviours, as shown in Table 1. These eight studies 
were selected based on their level of citations and variety of examinations of different types of 
toxic behaviours in online gaming contexts (e.g., trolling, griefing). Based on this initial word-
screening process, a comprehensive list of search words (see Table 2) was generated and 
applied in the performed database searches.  

Table 1: Studies screened for search words.  

Author and Year Article Title  

(Blackburn et al., 
2014) 

STFU NOOB! Predicting crowdsourced decisions on toxic behavior in online 
games 

(Cook et al., 2018) Under the bridge: An in-depth examination of online trolling in the gaming 
context 

(Komaç & Çağıltay, 
2019) 

An overview of trolling behavior in online spaces and gaming context 

(Kordyaka et al., 
2020) 

Towards a unified theory of toxic behavior in video games 

(Kordyaka et al., 
2019) 

Perpetrators in League of Legends: Scale development and validation of toxic 
behavior 

(Kowert, 2020) Dark participation in games 

(Kwak et al., 2015) Exploring cyberbullying and other toxic behavior in team competition online 
games 

(Neto et al., 2017) Studying toxic behavior influence and player chat in an online video game 
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Table 2: Search words.  

 

To be included, studies had to conform to the following inclusion criteria:  

1) One or more data-collecting techniques were employed; hence, studies without empirical 
data were excluded from the sample.  

2) Studies examined toxic in-gaming behaviours. Owing, however, to the concept’s vagueness 
and complexity, encompassing a variety of subcategories of toxic actions (as emphasised by  
Kou, 2020; Kowert, 2020), this inclusion criterion was intentionally broadly defined. To 
encapsulate studies examining the many different types of toxic in-gaming behaviours, studies 
were judged as conforming to this inclusion criteria if the author(s) classified behaviours as 
either toxic behaviours or as related subcategories, such as trolling, griefing, or deviant 
behaviour.  

3) Studies examined toxic behaviours in an esport context. For this purpose, esport is 
operationalised to online multiplayer competitive gaming contexts, such as but not limited to: 
League of Legends, Counter Strike: Global Offensive, and Defense of the Ancient. Hence, 
studies failing to specify the gaming context or not conforming to the competitive multiplayer 
criteria were excluded from the sample.  

4) Furthermore, the toxic behaviours had to occur within the game. As gaming situations 
compose specific contexts that frame the behaviours, studies addressing toxic behaviours 
unfolding outside of these in-gaming situations – for example swatting, scamming, and 
toxicity related to streaming – were excluded.  

5) The studies were published in English. 

6) Only peer-reviewed studies were included. Secondary research reporting, such as book 
chapters and editorials, were excluded. The performed searches were not limited to specific 
publication years. 

These criteria were applied in the screening procedure to identify studies of relevance and 
dismiss studies of irrelevance. If the databases allowed it, the inclusion and exclusion criteria 
were operationalised and practicalised as “filters” for more efficient searches. Filters used were 
language, scholarly, and peer-reviewed research. The filtering spawned 9,501 references across 
the selected databases. These 9,501 references were subject to manual screening: i.e., reading 
through the generated list of titles and assessing whether a study accommodated the inclusion 
criteria or not. There then followed a screening of abstracts, then, finally, a complete reading 
of the studies. Based on the screening procedure, a total of 54 empirical studies on in-gaming 

Subject Search Words  

Toxic Behaviour Abuse; Antagonist; Antisocial behavior; Bigotry; Contrary play; Cyber 
aggression; Cyberbullying; Dark participation; Dark play; Deceptive action; 
Deception; Deviant behavior; Deviant play; Discrimination; Disruptive 
behavior; Feeding; Flaming; Griefing; Harassment (harass*); Hate speech; 
Hostile*; Insults; Misdirecting; Negative attitude; Non-conforming behavior; 
Offensive language; Online disinhibition; Prejudice; Social aggression; 
Spamming; Toxic behavior; Toxicity (toxic*); Toxic disinhibition; Troll*; 
Trolling; Trash talking; Team-killing; Team-blocking; Team-inhibition; Tea-
bagging; Verbal abuse 

Esport Online gaming; Video gaming; Multiplayer games; MOBA; Computer 
games; e-sport; eSport; Digital gaming; Competitive game; League of 
Legends; LoL; Counter Strike; Counter Strike: Global Offensive; CS:GO 
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toxic behaviours in esport or online competitive multiplayer games were identified and 
included in this literature review. The screening process is illustrated in Figure 1.   

The research literature corpus was systematically coded using the qualitative data analysis 
software NVivo version 12 to extract and organise information from the individual research 
article. Methodological categories and subcategories were developed based on an initial 
reading and coding of the literature, allowing unexpected new applications of empirical 
methods to emerge throughout the coding process. 

Figure 1: Study flow chart 

 

 

Results 

Self-reports: Surveys and interviews 

Table 3 summarises the data-collecting methods applied in the reviewed literature corpus. As 
shown, self-report methodologies constitute the most applied method for obtaining 
knowledge on toxic behaviours in online competitive multiplayer games. The two main types 
of self-reports are quantitative online surveys (e.g., victimisation surveys, experimental 
surveys) and qualitative interviews. Experimental online surveys have mainly explored player 
perceptions and beliefs regarding toxic behaviours (see Beres et al., 2021; Hilvert-Bruce & Neill, 
2020). Few qualitative self-reports include focus groups or longitudinal diary data-collecting 
techniques (see Chen & Ong, 2018; Fox et al., 2018; Kordyaka et al., 2020). 

Online victimisation surveys have focused on identifying shared traits by players most 
frequently victimised by toxic behaviours in online competitive multiplayer game contexts, 
such as gender and ethnicity (Ballard & Welch, 2017; Jiang & Yarosh, 2016; Ruvalcaba et al., 
2018; Souza et al., 2021). Typically, victimised players are asked about the frequency of 
victimisation events, how they were victimised (e.g., sexual harassment, exclusion, hate 
speech), and their perception of the assumed motivation for the toxic behaviours (e.g., sexism, 
gaming rank/level, frustration, enjoyment). Online victimisation surveys have brought forth 
important insights on victimised players’ experiences with toxic behaviours, as well as 
contributed descriptions of behavioural properties involved in encounters with toxic 
behaviours.  

Quantitative online surveys encompass large-scale datasets using standard protocols for 
measurement, yet these are typically limited to analyse toxic behaviours deductively from the 
questionnaires’ close-ended format and predefined categories, risking the possibility that 
unexpected behaviours will be overlooked. Complementing this stream of research, qualitative 



Special issue: Nordic Esports Workshop 2023 - Review 6 
 

This is an open access article under the CC BY license 

interviews – typically conducted as semi-structured interviews – offer greater in-depth 
explorative accounts of the experiences and behaviours enacted during toxic encounters. In 
particular, interviews have been employed to produce knowledge on victims’ coping strategies 
(Adinolf et al., 2018; Cote, 2017; Turkay et al., 2020). For example, analysing 37 in-depth semi-
structured interviews with self-identified female gamers, Cote (2017) identified five main 
coping strategies (leaving online gaming, avoiding strangers, camouflaging gender, deploying 
skill and experience, and deliberately adopting aggressive personality traits) used by female 
gamers to deal with harassment during games.  

While self-report data have brought forth detailed descriptions of behavioural properties and 
experiences with toxicity, these data sources are limited in their ability to capture mainly 
accounts of the behaviours and their social situations. As such, self-reports data encompass 
limitations as to provide detailed information on how the behaviours unfold (Jerolmack & 
Khan, 2014). What is more, self-reported retrospective accounts may further suffer from social 
desirability, error-recalling biases, and false memories when providing descriptions of 
encounters with toxicity. As already highlighted in the research literature, encounters with 
toxic behaviours are not rare events. On the contrary, players report frequent exposure to 
toxicity, as either victims, perpetrators, or bystanders. Furthermore, even a single encounter 
with toxicity may encompass multiple subtypes of toxic actions: e.g., both aggression and hate 
speech. Thus, differentiating between multiple events of toxic behaviours, as well as 
distinguishing the individual behavioural properties emerging in the situations, is likely a 
difficult challenge when using self-report data.  

Table 3: Summary of the data-collection methods applied by the reviewed articles. 

Main 
method 

Subtype  # 

Self-reports Surveys (Ballard & Welch, 2017; Beres et al., 2021; Emmerich et al., 
2020; Fox et al., 2018; Fox & Tang, 2017; Hilvert-Bruce & Neill, 
2020; Jiang & Yarosh, 2016; Kordyaka et al., 2019, 2020; M. Lee 
et al., 2021; S. J. Lee et al., 2019; Lemercier-Dugarin et al., 2021; 
Li & Pustaka, 2017; Mattinen et al., 2018; Monge & O’Brien, 
2021; Ruvalcaba et al., 2018; Shores et al., 2014; Souza et al., 
2021; Tan & Chen, 2022; Tang et al., 2020; Tang & Fox, 2016; 
Thompson et al., 2017; Turkay et al., 2020) 
 

23 

Interviews (Adinolf & Turkay, 2018; Cote, 2017; Irwin et al., 2020; Kou et 
al., 2017; Kou & Gui, 2014, 2021; Pujante Jr., 2021; Tan & Chen, 
2022; Turkay et al., 2020; Wright, 2019) 

11 

Focus groups (Chen & Ong, 2018; Kordyaka et al., 2020) 
 

2 

Diary studies (Fox et al., 2018) 1 

Online log 
data 

Online log 
data 

(Blackburn et al., 2014; Canossa et al., 2021; Cheng et al., 2019; 
Cook et al., 2019; Cornel et al., 2019; Ekiciler et al., 2021; Kou & 
Gui, 2014; Kwak et al., 2015; Kwak & Blackburn, 2015; Murnion 
et al., 2018; Märtens et al., 2015; Neto et al., 2017; Neto & 
Becker, 2018; Sengun, Salminen, Jung, et al., 2019; Sengün et al., 
2019; Shen et al., 2020; Shores et al., 2014; Stoop et al., 2019; 
Thompson et al., 2017; Weld et al., 2021) 
 

20 

Observations  Online non-
participatory 
observations 
 

(Deslauriers et al., 2020; Irwin et al., 2020; Jiang & Yarosh, 2016; 
Kou, 2020, 2021; Kou & Gui, 2014, 2021; Ruvalcaba et al., 2018; 
Sengun, Salminen, Jung, et al., 2019; Sengün et al., 2019; 
Wagener, 2018) 

11 
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Online 
participatory 
observations 
 

(Esmaeili & Woods, 2016; Kou et al., 2017; Kou & Gui, 2014; 
Monge & O’Brien, 2021) 

4 

Offline 
observations 

(Pujante Jr., 2021) 1 

 

 

Online log data 

In this stream of research, investigating and predicting the naturally occurring behaviours of 
individuals during toxic encounters constitutes by far the most prolific domain. Using large-
scale datasets comprising actual behaviours (e.g., chatlogs, gameplay statistics, performances, 
reports), this stream of research has investigated the linguistic expressions displayed in 
encounters with toxic behaviours, such as the linguistic style differences between toxic and 
non-toxic players (Kwak & Blackburn, 2015), trolling interactions (Cook et al., 2019), and the 
influence of chat toxicity on team performances (Neto et al., 2017; Neto & Becker, 2018).  

The application of log data has been successful in mapping out when toxic behaviours may 
occur, as well as establishing connections between players’ sociodemographic markers and 
their enactment of toxic behaviours. For example, studies analysing log data have consistently 
identified the pattern of the strong link between (the lack of) game success, such as the death 
of players or a perceived game loss, and the occurrence of toxicity (Cheng et al., 2019; Murnion 
et al., 2018; Märtens et al., 2015; Shen et al., 2020). As shown by Murnion et al. (2018), about 
63% of all toxic messages proceed from the in-gaming death of a player. Moreover, 
experienced and skilful players tend to commit a higher degree of toxic behaviours, while 
simultaneously appearing more resilient towards in-gaming toxicity compared to players with 
low levels of experience (Murnion et al., 2018; Shen et al., 2020; Shores et al., 2014).  

While this direction of research has contributed to the empirical advancement of capturing 
behaviours as they unfold within gameplay contexts, these behaviours tend to be limited to 
textual forms, as well as relatively decontextualised from the situations in which they occur. 
To this end, non-textual contextual information (e.g., avatar positions and movements) is to a 
large degree absent from the reviewed articles, and, as shown in Appendix (Table 1), only a 
tiny handful of toxic gameplay actions have been reported (e.g., intentional feeding, assisting 
the enemy team). In close connection to this issue, online log data suffer from selection bias, 
as only data created through automatic logging is available for interpretation. Whilst online 
logged data represent the objective behaviours of what players do in the game, they are 
limited to portraying merely a specific stream of visible technological mediated activity, thus 
neglecting non-logged yet potentially important contextual activities happening alongside it.  

Observations: Online non-participatory observations and online participatory 
observations 

Researchers have analysed observational data retrieved from online community-based forums 
and participatory-observations within online games with the aim of identifying a range of 
toxic behaviours and the contextual properties involved in players’ encounters with in-gaming 
toxicity.  

Online non-participatory observations of official gaming sites deploy unobtrusive approaches 
for exploring visible traces of player descriptions of toxic behaviours. For instance, by 
analysing threads from the “r/leagueoflegends” subreddit, Kou (2020) identified five primary 
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types of toxic behaviours (communicative aggression, cheating, hostage holding, 
mediocritising, and sabotaging) as well as five contextual factors that may lead to toxic 
behaviours (competitiveness, in-team conflict, perceived loss, powerlessness, and toxic 
behaviours). Similarly, Deslauriers et al. (2020), using observational data from the 
“r/deadbydaylight” subreddit, identified key aggravating factors involved in toxic behaviours: 
role identification, ambiguity in objective setting, individual gaming experience, task 
repetition, and the rigidity of norms. Furthermore, this research has also provided insights 
into the discrimination practices, such as racism and hate speech, involved in some 
encounters with toxic behaviours (Sengun, Salminen, Mawhorter, et al., 2019; Sengün et al., 
2019; Wagener, 2018). 

Nevertheless, online non-participatory observations of official gaming sites are limited 
primarily to reflecting community activity in the online gaming forums; hence, they naturally 
exclude insights from lurkers and non-participatory players, who may hold nuanced 
descriptions and experiences with toxic behaviours. Furthermore, although contributing 
valuable insights into player experiences and perceptions of toxic behaviours, observations of 
online forums tend to suffer from some of the same data-analytical capacities as self-reported 
data, as we merely access meaning-making and social negotiations related to toxic behaviours 
and not the actual situations and behaviours described.  

Despite online participatory observations’ long history in online worlds research (see, for 
example, Boellstorff, 2008; Karhulahti, 2020; Nardi, 2010; Taylor, 2006), very little research has 
reported using such data-collecting techniques to investigate the naturally occurring 
behaviours of players during toxic encounters (Esmaeili & Woods, 2016; Monge & O’Brien, 
2021). By immersing oneself in in-gaming situations, researchers may develop an embodied 
understanding of how encounters with toxic behaviours are felt and experienced, such as by 
victim and bystander, beyond the verbal accounts provided by participants. For example, by 
participating in over 20,000 battles in World of Tanks, Esmaeili and Woods (2016) established 
links between situational properties and behavioural patterns of toxicity, such as players 
performing blaming, revealing teammate locations, verbal abuse, and irrational behaviours in 
situations characterised by a “bad defeat” (situations with a decisive victory).  

As in offline observational settings, however, the presence of a researcher may disturb the 
situations and behaviours they otherwise intend to study. While identity concealment (e.g., 
pseudo-anonymous nametags, avatars) is standard practice in most online games and may 
enable the researcher to remain unperceived, an immersed researcher cannot observe from a 
distance; rather, they are embedded in the immediate situation, taking on roles as bystanders, 
victims, or (but perhaps not as likely) antagonists, thus contaminating the situational setting 
they intend to study. Furthermore, because of the complex and chaotic nature of competitive 
multiplayer games, in-gaming participatory observations are challenged in their ability to 
observe (particularly in fine-grained detail) every behaviour enacted by every player. In 
addition, writing down detailed field notes in situ is almost impossible, owing to the fast-
paced nature of most competitive games. Hence, documenting observations might be delayed, 
and, as emphasised by Philpot et al. (2019), in situ observations risk the same false memories, 
unconscious bias, and recollection failures usually attributed to self-report methods. 

Online video-based analysis 

A novel methodology to access direct observations of natural toxic behaviours is the use of 
online video-based observations. In online gaming cultures, the social practices of producing, 
consuming, and sharing gameplay videos constitute an integral part of the players’ natural 
environment, with video recordings typically publicly available on various online platforms 
and services. Hence, direct observations of gameplay actions captured, e.g., using screen 
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recordings, allow researchers to access situated behaviours in naturally occurring situations 
and, furthermore, to systematically analyse the situational properties of interaction sequences 
in events of toxic behaviours in fine-grained detail. Researchers can observe the same events 
repeatedly, second-by-second, in slow motion, and cross-validate findings between 
researchers for high levels of reliability (Nassauer & Legewie, 2021; Pallante et al., 2022).  

As online video-based analysis is still in its nascence, research on offline violence and 
bystander interventions will serve as case examples to exemplify some of the potential for 
using video-recorded direct observations to capture and study conflict situations as they 
evolve. For example, systematic video-based analysis has been used to analyse encounters with 
ticket-fining events on Danish buses, so as to investigate patterns of aggressive and non-
aggressive behavioural actions, as well as the self-presentations strategies displayed (Friis et 
al., 2020; Friis & Lindegaard, 2022). Such micro-analysis of video-recorded workplace 
aggression proposes new avenue for informing preventive strategies and deescalating conflict 
situations. Furthermore, micro-analysis of surveillance recordings capturing actual public 
conflicts, such as street violence and bystander interventions, have allowed researchers to 
establish how perpetrators, victims, and bystanders behave during violent events. In 
particular, this stream of research has been attentive towards analysing bystander 
interventions, focusing on the likelihood of bystanders’ intervening in dangerous situations, 
the risk of intervening, and how bystander interventions are influenced by the development of 
the situation (Ejbye-Ernst et al., 2022; Liebst et al., 2018; Philpot et al., 2020). Researchers have 
demonstrated that, in real-life events of public violence, at least one bystander, but typically 
several, will intervene in nine out of 10 conflict situations (Philpot et al., 2020). As for the risk 
factors of bystander victimisation, video-based analysis show that victimisation does occur, 
but with a relatively low degree of severity (Liebst et al., 2018). Whilst online video-based 
analysis are relatively scarce, research on the situational dynamics of store robberies, with 
focus on the behavioural and emotional dynamics between perpetrators and clerks during 
actual robberies, has used footage uploaded to online video platforms like YouTube (Nassauer, 
2018).  

Nonetheless, although they capture direct observations of actual behaviours, video-based 
observations are not without methodological limitations. This method is particularly limited 
because of its dependence on visual access, thus constraining researchers in terms of what can 
be observed (e.g., due to camera angles or resolution quality) and whether a complete capture 
of an event has been recorded. As for online gaming, several interactions between players 
might be happing all at once yet may not be captured due to limitations in camera recording 
from just one player or camera angle. Furthermore, uploaded online video data – e.g., on 
YouTube or Twitch.tv. – risks biased data with incomplete, edited, selected, or over-
accentuation of behaviours. Hence, some video data may be produced with an audience in 
mind, which risks threatening the naturalistic emergence of behaviours and interactions 
displayed. Following this, ethical challenges for using online available video data can be 
mitigated following the methods outlined by Legewie and Nassauer (2018), such as informed 
consent, anonymity, and ensuring no harm to the subjects.  

Discussion 

The objective of this article was to review the strengths and limitations of the methodological 
approaches applied in the existing research literature to study toxic behaviours in online 
competitive multiplayer games. The review process uncovered seven empirical methods 
employed in the research literature. Table 4 summarises the three main methods reported in 
the reviewed research literature (self-reports, log data analysis, and observations) and their 
subtypes, including an assessment of the analytical capacity of each subtype.  
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The application of self-reported accounts – quantitative as well as qualitative – have 
methodological advantages for relating the socio-psychological factors (e.g., personality traits, 
beliefs) and consequences of toxic behaviours (e.g., health consequences, coping strategies) to 
the toxic behaviours. Still, all self-reported approaches have the same limitations in terms of 
access to situational properties, actual behaviours, and interactions. Nevertheless, and 
compared to the other available methods, these methods stand out for providing researchers 
with unique access to analysing experiences, motivations, and social meaning related to 
encounters with toxic behaviours. 

As for capturing large-scale datasets of textual manifestations of toxic behaviours and 
interactions, automatic logged data (e.g., chat logs) are preferred, as researchers can access 
unobtrusive observations of actual textual behaviours as they unfold within online gameplay. 
Such data sources are restrained, however, as they reflect exclusively objective behaviours 
automatically logged, thereby missing all other contextual information that shapes the 
interactional sequences and properties of these events. By contrast, direct observations 
through immersion in gameplay situations offers researchers access to the encounters with 
toxic behaviours as they unfold, thus allowing insights into the situational properties at play in 
the emergence of toxic behaviours. Nonetheless, direct observations through immersive 
participating observations encompass some methodological limitations in terms of their 
intrusive nature and challenges in collecting field notes in situ.  

Although constituting a less methodological approach for capturing naturalistic behaviours of 
toxic encounters, online video-based behavioural analysis holds the potential to advance 
current behavioural research. This method encompasses, in particular, methodological 
benefits similar to those of direct observations, automatic logging activities, and in-game 
participation while avoiding the data-collection limitations of immersive strategies and 
acquiring more fine-grained contextual information compared to automatic log data. Hence, 
future researchers are encouraged to consider the availability of video data if interested in 
studying the interactional dynamics and distinctive behavioural patterns in encounters with 
toxic behaviours.   
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Table 4: Assessment of methods applied to analyse toxic behaviours in online competitive multiplayer games.   

 Self-reports Log data 
analysis 

Observation 

 Surveys Interviews  Focus groups  Diaries  Log data  Online 
forums, non-
participatory 

In-game, 
participatory  

Online 
video-based 

Ability to establish causal claims  
 

Medium Low-Medium Low-Medium Low-Medium Medium Low Medium Medium 

Ability to assess motivation and 
meaning of toxic behaviours  
 

Medium High High High Low Medium-
High 

Medium-
High 

Low 

Validity of the assessment of 
encounters with toxic behaviours 
 

Low-Medium Medium-
High 

Medium Medium Medium Low-Medium Medium High 

Reliability of the assessment of 
encounters with toxic behaviours 
 

Low-Medium Low-Medium Low-Medium Low-Medium Medium Low Medium High 

Ability to assess socio-psychological 
background variables 
 

High Medium-
High 

Medium High Low Low-Medium Low Low 

Ability to assess socio-psycho-health 
consequences 
 

High High High High Low Medium Low Low 

Existence of established 
methodological guidelines 

High High High Medium Low-Medium Medium Low-Medium Low 
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Limitations 

This work is naturally limited to exclusively reviewing the data-collecting techniques applied 

in current research on toxic behaviours in online competitive multiplayer games. Obviously, 

such a review strategy encompasses several limitations. First, an assessment of the empirical 

contributions of the reviewed articles is outside the scope of this work; thus, this article does 

not provide a synthesis of toxic behaviours that may address and advance the current 

vagueness of toxic behaviours as an academic concept. Rather, this work takes an initial step 

towards considering alternative methodologies for studying toxic behaviours. Secondly, owing 

to the focus on competitive gaming contexts, it is possible that important contributions on 

toxic behaviours in non-competitive yet online multiplayer games are missing from the 

reviewed research corpus. Thus, research that may already be applying alternative 

methodologies for studying toxic behaviours in online games has not been included in this 

work. Thirdly, and in continuation, this work solely reviewed articles and conference papers, 

hence leaving out methodological contributions described in books and book chapters. 

Therefore, I encourage future researchers to further interpret the reviewed studies provided by 

this work, and to build on and discuss the application of different research methods to study 

areas of toxic gaming behaviours.  

Finally, while this work was systematically undertaken following the research principles of 

reviewing and mapping procedures set forth by Curran et al. (2007) and Knopf (2006), as well 

as using coding software (NVivo), throughout the process, this work may be prone to human 

errors due to relying on a single coder. Multiple coders would have enhanced the 

trustworthiness and reliability of this work. Therefore, researchers are encouraged to employ 

multiple coders in future studies.   

 

Conclusion  

This article was based on a review of the applications of a range of empirical methods (self-
reports, log data analysis, and observations) for analysing toxic behaviours in esport. 
Following systematic review procedures, it was demonstrated that knowledge of toxic 
behaviours is typically based on self-reported accounts (e.g., surveys and interviews), while 
less-established methodological available for capturing naturalistic behaviours of toxic 
encounters are rarely used. To address this gap, future researchers are encouraged to employ 
video observational techniques to study toxic behaviours. Despite of its methodological 
limitations, video-based behavioural analysis holds the potential to allow researchers access to 
the chronological structure and temporal properties of toxic behaviours, interactional 
sequences, and emotional expressions as they unfold.  
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Appendix 

Appendix Table 1: Mapping Employed Research Methods and Toxic Behaviours Reported by the Reviewed Articles 

Toxic Behaviours Surveys Log Data Analysis Online Ethnographic Methods Interview Methods  

Chat action Survey Log data analysis Observation (forums) Participant observation  
(in-gaming) 

Interview Focus group  Diary 
study 

      

Arguments  (Neto et al., 2017; Neto & 

Becker, 2018) 

   

Betraying teammates  (Tan & Chen, 2022) 

 

   (Tan & Chen, 2022)   

Bigotry (Beres et al., 2021) 
 

      

Blaming other players (Kordyaka et al., 2019; 

Tan & Chen, 2022) 

(Neto et al., 2017; Neto & 

Becker, 2018) 

 (Esmaeili & Woods, 2016) (Tan & Chen, 2022)  (Fox et 

al., 2018) 

Chat texting 

 

  (Deslauriers et al., 2020)     

Commands 

 

(Beres et al., 2021)    (Pujante Jr, 2021)   

Complaints  (Neto et al., 2017; Neto & 
Becker, 2018) 

     

Cursing and swearing (Fox & Tang, 2017; 

Kordyaka et al., 2019) 

(Murnion et al., 2018)   (Pujante Jr, 2021)   

Disrupting communication 

 

(Turkay et al., 2020)    (Turkay et al., 2020)   

Flaming  (Kou & Gui, 2014) (Kou, 2020; Kou & Gui, 

2014) 

(Kou & Gui, 2014; Monge 

& O’Brien, 2021) 

(Adinolf et al., 

2018; Kou & Gui, 

2014) 

  

Hate speech Fox & Tang, 2017; Tang 

et al., 2020) 

(Ekiciler et al., 2021; 

Sengun, Salminen, Jung et 

al., 2019; Sengun, 
Salminen, Mawhorter et 

al., 2019; Weld et al., 

2021) 

 

(Kou, 2020; Sengun, 

Salminen, Jung et al., 

2019; Sengun, Salminen, 
Mawhorter et al., 2019; 

Wagener, 2018) 

 (Cote, 2017)   

Insults (e.g., ‘noob’) (Beres et al., 2021; 

Emmerich et al., 2020; 
Fox & Tang, 2017; 

Kordyaka et al., 2019; 

Tan & Chen, 2022; Tang 
et al., 2020; Tang & Fox, 

2016) 

 

(Blackburn et al., 2014; 

Murnion et al., 2018; Neto 
et al., 2017; Neto & 

Becker, 2018; Stoop et al., 

2019; Weld et al., 2021) 

  (Cote, 2017; Pujante 

Jr, 2021; Tan & 
Chen, 2022) 

 (Fox et 

al., 2018) 

Leaking information 

 

  (Kou, 2020) (Esmaeili & Woods, 2016)    
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Lies 

 

(Ballard & Welch, 2017)       

Malicious jokes 

 

(Beres et al., 2021)       

Name-calling 

 

(Ballard & Welch, 2017)       

Negative attitudes  (Blackburn et al., 2014; 

Cook et al., 2019) 

 

     

Offensive nametag  (Blackburn et al., 2014; 

Cook et al., 2019) 

 

(Kou, 2020)     

Pessimistic comments 

 

(Tan & Chen, 2022)    (Tan & Chen, 2022)   

Profanity (Ballard & Welch, 2017; 

Beres et al., 2021) 

      

Provocative communication 

(e.g., writing ‘good victory’ 

before battle ends) 

 

   (Esmaeili & Woods, 2016)    

Reporting threats 

 

    (Tan & Chen, 2022)   

Sarcasm Beres et al., 2021; Tan & 

Chen, 2022) 

   (Tan & Chen, 2022)   

Sexual wording  (Ekiciler et al., 2021; Weld 

et al., 2021) 

     

Slurs (Beres et al., 2021; 
Kordyaka et al., 2019) 

   (Pujante Jr, 2021)   

Spamming (e.g., ping-

spamming, text spamming) 

 

(Emmerich et al., 2020; 

Lee et al., 2021) 

(Blackburn et al., 2014; 

Cook et al., 2019) 

(Kou, 2020) (Monge & O’Brien, 2021)    

Specifically targeting one 

player  

 

 (Murnion et al., 2018)      

Surrendering 

 

(Tan & Chen, 2022)  (Kou, 2020)  (Tan & Chen, 2022)   

Threats (e.g., threats on 

reporting non-toxic players, 

rape threats) 

(Ballard & Welch, 2017; 

Fox & Tang, 2017; Tang 
et al., 2020; Tang & Fox, 

2016) 

 

(Canossa et al., 2021) (Kou, 2020)  (Pujante Jr, 2021)   

Trash-talking (Hilvert-Bruce & Neill, 
2020) 

 

(Blackburn et al., 2014) (Irwin et al., 2020)  (Irwin et al., 2020; 
Pujante Jr, 2021) 

 (Fox et 
al., 2018) 

Verbal abuse/offensive 

language 

(Beres et al., 2021; 
Emmerich et al., 2020; 

Lemercier-Dugarin et al., 

2021; Mattinen et al., 

(Blackburn et al., 2014; 
Canossa et al., 2021; 

Cheng et al., 2019; Cook et 

al., 2019; Kwak & 

(Kou, 2020) (Esmaeili & Woods, 2016) (Wright, 2019)   (Fox et 
al., 2018) 
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2018; Shores et al., 
2014; Souza et al., 2021; 

Wright, 2019) 

 

Blackburn, 2015; Murnion 
et al., 2018; Shores et al., 

2014) 

Toxic chat but not specified (Thompson et al., 2017a) (Cornel et al., 2019; Kou & 
Gui, 2014; Kwak et al., 

2015; Märtens et al., 2015; 

Thompson et al., 2017b) 
 

 

 

 

 

 

(Kou & Gui, 2014) (Kou & Gui, 2014) (Kou & Gui, 2014)  
 

 

 Surveys Log data analysis Online ethnographic methods Interview methods  

 Surveys Log data analysis Observations Participant-observations Interviews Focus groups Diaries 

Gameplay actions        

AFK (away from 

keyboard)/purposeful 

inaction 

 

(Tan & Chen, 2022; 

Turkay et al., 2020) 

 (Kou, 2020) (Esmaeili & Woods, 2016) (Tan & Chen, 2022; 

Turkay et al., 2020) 

  

Assisting the enemy team  (Blackburn et al., 2014; 
Cook et al., 2019) 

     

Blinding 

 

  (Deslauriers et al., 2020)     

Body-blocking 

 

  (Deslauriers et al., 2020)     

Cheating (e.g., smurfing, 

scripting, rank boosting) 

(Kordyaka et al., 2019) (Canossa et al., 2021) (Kou, 2020)   (Chen & Ong, 

2018) 

 

 

Camping (e.g., face 

camping, hatch camping 

 

 
(Wright, 2019) 

  
(Deslauriers et al., 2020) 

  
(Wright, 2019) 

  

Exclusion 

 

(Ballard & Welch, 2017)       

Flagging (reporting non-

toxic players) 

 

  (Kou & Gui, 2021)  (Kou & Gui, 2021)   

Intentional ability abuse  (Emmerich et al., 2020) 

 

      

Intentional feeding (Emmerich et al., 2020; 
Turkay et al., 2020) 

(Blackburn et al., 2014) (Kou, 2020)  (Turkay et al., 2020)   

Hostage holding (refusing 

to surrender) 

 

(Tan & Chen, 2022)  (Kou, 2020)  (Tan & Chen, 2022)   

Lobby dodging 

 

  (Deslauriers et al., 2020)     

Ninja looting (Kordyaka et al., 2019)       
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Playing off-meta 

 

  (Kou, 2020)     

Playing with new 

champions in ranked mode 

 

  (Kou, 2020)     

Rush unhooking 

 

  (Deslauriers et al., 2020)     

Sandbagging 

 

  (Deslauriers et al., 2020)     

Slugging 

 

  (Deslauriers et al., 2020)     

Tea-bagging   (Deslauriers et al., 2020; 
Irwin et al., 2020) 

 (Irwin et al., 2020)  
 

 

Teammate killing 

 

   (Esmaeili & Woods, 2016)    

Toxic behaviour not 

specified 

(Jiang & Yarosh, 2016; 
Kordyaka et al., 2020) 

    (Kordyaka et 
al., 2020) 
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